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2222--1   1   DELIVERYDELIVERY

ThTh t kt k ll ii thth h dlih dli ff ththTheThe networknetwork layerlayer supervisessupervises thethe handlinghandling ofof thethe
packetspackets byby thethe underlyingunderlying physicalphysical networksnetworks.. WeWe
d fid fi thithi h dlih dli thth d lid li ff k tk tdefinedefine thisthis handlinghandling asas thethe deliverydelivery ofof aa packetpacket..

Topics discussed in this section:Topics discussed in this section:
Direct Versus Indirect Delivery
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Figure 22.1  Direct and indirect delivery
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2222--2   2   FORWARDINGFORWARDING

F diF di tt ll thth k tk t ii itit tt ttForwardingForwarding meansmeans toto placeplace thethe packetpacket inin itsits routeroute toto
itsits destinationdestination.. ForwardingForwarding requiresrequires aa hosthost oror aa routerrouter
tt hh titi t blt bl WhWh h th t hh k tk t tttoto havehave aa routingrouting tabletable.. WhenWhen aa hosthost hashas aa packetpacket toto
sendsend oror whenwhen aa routerrouter hashas receivedreceived aa packetpacket toto bebe
f d df d d itit l kl k tt thithi t blt bl tt fi dfi d thth tt tt ththforwarded,forwarded, itit lookslooks atat thisthis tabletable toto findfind thethe routeroute toto thethe
finalfinal destinationdestination..

Forwarding Techniques
Topics discussed in this section:Topics discussed in this section:
Forwarding Techniques
Forwarding Process
Routing Table
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Figure 22.2  Route method versus next-hop method
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Figure 22.3  Host-specific versus network-specific method
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Figure 22.4  Default method
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Figure 22.5  Simplified forwarding module in classless address
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Note

In classless addressing, we need at least 
f l i ti t blfour columns in a routing table.
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Example 22.1

Make a routing table for router R1, using the
configuration in Figure 22.6.configuration in Figure 22.6.

SolutionSolution
Table 22.1 shows the corresponding table.
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Figure 22.6  Configuration for Example 22.1
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T bl 22 1 R i bl f R1 i Fi 22 6Table 22.1  Routing table for router R1 in Figure 22.6
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Example 22.2

Show the forwarding process if a packet arrives at R1 in
Figure 22.6 with the destination address 180.70.65.140.
Solution
The router performs the following steps:
1. The first mask (/26) is applied to the destination address.

The result is 180.70.65.128, which does not match the
corresponding network address.

2. The second mask (/25) is applied to the destination
address. The result is 180.70.65.128, which matches the
corresponding network address. The next-hop address
and the interface number m0 are passed to ARP for
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Example 22.3

Show the forwarding process if a packet arrives at R1 in
Figure 22.6 with the destination address 201.4.22.35.

Solution
The router performs the following steps:The router performs the following steps:
1. The first mask (/26) is applied to the destination

address The result is 201 4 22 0 which does notaddress. The result is 201.4.22.0, which does not
match the corresponding network address.

2 The second mask (/25) is applied to the destination2. The second mask (/25) is applied to the destination 
address. The result is 201.4.22.0, which does not 
match the corresponding network address (row 2)
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Example 22.3 (continued)

3. The third mask (/24) is applied to the destination
address. The result is 201.4.22.0, which matches the
corresponding network address. The destination
address of the packet and the interface number m3 are
passed to ARP.
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Example 22.4

Show the forwarding process if a packet arrives at R1 in
Figure 22.6 with the destination address 18.24.32.78.

Solution
This time all masks are applied, one by one, to the
destination address, but no matching network address is
found. When it reaches the end of the table, the module
gives the next-hop address 180.70.65.200 and interface
number m2 to ARP. This is probably an outgoing package
that needs to be sent, via the default router, to someplace
else in the Internet.
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Figure 22.7  Address aggregation
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Figure 22.8  Longest mask matching
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Example 22.5

As an example of hierarchical routing, let us consider
Figure 22.9. A regional ISP is granted 16,384 addressesFigure 22.9. A regional ISP is granted 16,384 addresses
starting from 120.14.64.0. The regional ISP has decided
to divide this block into four subblocks, each with 4096to divide this block into four subblocks, each with 4096
addresses. Three of these subblocks are assigned to three
local ISPs; the second subblock is reserved for future use.local ISPs; the second subblock is reserved for future use.
Note that the mask for each block is /20 because the
original block with mask /18 is divided into 4 blocks.original block with mask /18 is divided into 4 blocks.

The first local ISP has divided its assigned subblock into
8 smaller blocks and assigned each to a small ISP. Each
small ISP provides services to 128 households, each using
f dd
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Example 22.5 (continued)

The second local ISP has divided its block into 4 blocks
and has assigned the addresses to four largeand has assigned the addresses to four large
organizations.

The third local ISP has divided its block into 16 blocks
and assigned each block to a small organization. Each
small organization has 256 addresses, and the mask is
/24.

There is a sense of hierarchy in this configuration. All
routers in the Internet send a packet with destinationrouters in the Internet send a packet with destination
address 120.14.64.0 to 120.14.127.255 to the regional ISP.
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Figure 22.9  Hierarchical routing with ISPs
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Figure 22.10  Common fields in a routing table
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Example 22.6

One utility that can be used to find the contents of a
routing table for a host or router is netstat in UNIX or
LINUX. The next slide shows the list of the contents of a
d f l h d i d hdefault server. We have used two options, r and n. The
option r indicates that we are interested in the routing

bl d h i i di h l ki ftable, and the option n indicates that we are looking for
numeric addresses. Note that this is a routing table for a
h Al h h di d h i blhost, not a router. Although we discussed the routing table
for a router throughout the chapter, a host also needs a

i blrouting table.
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Example 22.6 (continued)

The destination column here defines the network address.
The term gateway used by UNIX is synonymous with
router. This column actually defines the address of the next
hop. The value 0.0.0.0 shows that the delivery is direct. The
last entry has a flag of G, which means that the destination
can be reached through a router (default router). The Iface
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Example 22.6 (continued)

More information about the IP address and physicalf p y
address of the server can be found by using the ifconfig
command on the given interface (eth0).g f ( )
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Figure 22.11  Configuration of the server for Example 22.6
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2222--3   3   UNICAST ROUTING PROTOCOLSUNICAST ROUTING PROTOCOLS

AA routingrouting tabletable cancan bebe eithereither staticstatic oror dynamicdynamic.. AA staticstatic
blbl ii i hi h ll ii AA d id i blbl iitabletable isis oneone withwith manualmanual entriesentries.. AA dynamicdynamic tabletable isis

oneone thatthat isis updatedupdated automaticallyautomatically whenwhen therethere isis aa
hh hh ii hh II AA ii llchangechange somewheresomewhere inin thethe InternetInternet.. AA routingrouting protocolprotocol

isis aa combinationcombination ofof rulesrules andand proceduresprocedures thatthat letslets
ii hh II i fi f hh hh ff hhroutersrouters inin thethe InternetInternet informinform eacheach otherother ofof changeschanges..

Topics discussed in this section:Topics discussed in this section:
Optimization
Intra- and Interdomain Routing

Topics discussed in this section:Topics discussed in this section:

Intra and Interdomain Routing
Distance Vector Routing and RIP
Link State Routing and OSPF
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Figure 22.12  Autonomous systems
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Figure 22.13  Popular routing protocols
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Figure 22.14  Distance vector routing tables
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Figure 22.15  Initialization of tables in distance vector routing
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Note

In distance vector routing, each node 
h it ti t bl ith itshares its routing table with its

immediate neighbors periodically and 
when there is a change.
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Figure 22.16  Updating in distance vector routing
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Figure 22.17  Two-node instability
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Figure 22.18  Three-node instability
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Figure 22.19  Example of a domain using RIP
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Figure 22.20  Concept of link state routing
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Figure 22.21  Link state knowledge
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Figure 22.22  Dijkstra algorithm
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Figure 22.23  Example of formation of shortest path tree
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Table 22.2  Routing table for node A
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Figure 22.24  Areas in an autonomous system
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Figure 22.25  Types of links
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Figure 22.26  Point-to-point link
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Figure 22.27  Transient link
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Figure 22.28  Stub link
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Figure 22.29  Example of an AS and its graphical representation in OSPF
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Figure 22.30  Initial routing tables in path vector routing
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Figure 22.31  Stabilized tables for three autonomous systems
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Figure 22.32  Internal and external BGP sessions
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2222--4   4   MULTICAST ROUTING PROTOCOLSMULTICAST ROUTING PROTOCOLS

InIn thisthis section,section, wewe discussdiscuss multicastingmulticasting andand multicastmulticast
routingrouting protocolsprotocols..

Unicast, Multicast, and Broadcast
Topics discussed in this section:Topics discussed in this section:

Applications
Multicast Routing
Routing Protocols
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Figure 22.33  Unicasting
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Note

In unicasting, the router forwards the 
i d k t th hreceived packet through

only one of its interfaces.
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Figure 22.34  Multicasting
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Note

In multicasting, the router may 
f d th i d k tforward the received packet

through several of its interfaces.
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Figure 22.35  Multicasting versus multiple unicasting
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Note

Emulation of multicasting through 
lti l i ti i t ffi i tmultiple unicasting is not efficient
and may create long delays, 

particularly with a large group.
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Note

In unicast routing, each router in the 
d i h t bl th t d fidomain has a table that defines
a shortest path tree to possible 

destinations.
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Figure 22.36  Shortest path tree in unicast routing
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Note

In multicast routing, each involved 
t d t t trouter needs to construct

a shortest path tree for each group.
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Figure 22.37  Source-based tree approach
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Note

In the source-based tree approach, each 
t d t h h t t throuter needs to have one shortest path 

tree for each group.
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Figure 22.38  Group-shared tree approach
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Note

In the group-shared tree approach, only 
th t hi h h h t tthe core router, which has a shortest 

path tree for each group, is involved in 
multicasting.
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Figure 22.39  Taxonomy of common multicast protocols
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Note

Multicast link state routing uses the 
b d t hsource-based tree approach.
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Note

Flooding broadcasts packets, but 
t l i th tcreates loops in the systems.
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Note

RPF eliminates the loop in the 
fl diflooding process.
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Figure 22.40  Reverse path forwarding (RPF)
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Figure 22.41  Problem with RPF
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Figure 22.42  RPF Versus RPB
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Note

RPB creates a shortest path broadcast

Note

RPB creates a shortest path broadcast 
tree from the source to each destination.

It g arantees that each destinationIt guarantees that each destination 
receives one and only one copy 

of the packet.
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Figure 22.43  RPF, RPB, and RPM
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Note

RPM adds pruning and grafting to RPB

Note

RPM adds pruning and grafting to RPB 
to create a multicast shortest

path tree that s pports d namicpath tree that supports dynamic 
membership changes.
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Figure 22.44  Group-shared tree with rendezvous router
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Figure 22.45  Sending a multicast packet to the rendezvous router
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N t

In CBT the source sends the multicast

Note

In CBT, the source sends the multicast 
packet (encapsulated in a unicast 

k ) h Thpacket) to the core router. The core 
router decapsulates the packet and p p

forwards it to all interested interfaces.
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Note

PIM-DM is used in a dense multicast 
i t h LANenvironment, such as a LAN.
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Note

PIM-DM uses RPF and pruning and 
fti t t i t h dlgrafting strategies to handle 

multicasting.
However, it is independent of the 

underlying unicast protocol.underlying unicast protocol.
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Note

PIM-SM is used in a sparse multicast 
i t h WANenvironment such as a WAN.
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Note

PIM-SM is similar to CBT but uses a 
i l dsimpler procedure.
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Figure 22.46  Logical tunneling
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Figure 22.47  MBONE

22.83


